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Abstract 

Th i s p a p e r is a f rank ly subject ive ref lect ion on the successes and fa i lu res of t he 
C.mmp p ro j e c t b y those most int imately connected w i th its des ign, implementat ion, and 
u s e . It a t tempts to cata log and character i ze the things we feel we did r ight and the 
t h i ng s w e d i d w r o n g . We s incere ly hope that this sor t of eva luat ion wi l l he lp o t h e r s 
w h o unde r t a ke s imi lar pro jec ts . 
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1* Introduction 

Th i s p ape r is a f r ank l y subjec t ive ref lect ion upon the successes and fa i lu res in a 
l a r ge r e s e a r c h p ro jec t — the const ruct ion of a mult iprocessor computer , C.mmp, and i ts 
o p e r a t i n g s y s t em , Hydra — by those most intimately i nvo l ved in i ts des i gn , 
c on s t r u c t i o n , and use. 

C.mmp and Hyd ra have now reached a suff icient level of matur i ty to e s t ab l i s h 
t h emse l v e s as use fu l and re l iab le computing resources at Ca rneg ie -Me l l on Un i ve r s i t y . 
The u se r communi ty has g rown from pr imari ly operat ing sy s tem imp lementors to 
i n c l ude r e s ea r c he r s in o ther operat ing systems and mul t ip rocessors and casua l o r 
c u r i o u s u se r s i n t e re s t ed in us ing the unique features of the s y s t em (e.g., the A l go l 6 8 
l anguage , whose f i r s t implementat ion at CMU was on C.mmp.). 

Some of the sc ient i f i c resu l ts we original ly hoped for have been pub l i shed and are 
l i s t ed in the b i b l i og raphy at the end of the paper. Other resu l ts wi l l be pub l i s hed in 
the f u t u r e as we ob se r v e the sys tem under var ied loads and o ve r longer pe r i ods of 
t ime. In add i t ion to these factual results, however , we have l ea rned a number of 
th ings of a more sub jec t i ve nature — things that we did r ight and, pe rhap s more 
impo r t an t l y , th ings that w e d id wrong . We bel ieve that many of these lessons are not 
un ique to ou r p ro jec t , and the i r presentat ion here wi l l be va luab le to the l a rge r 
c ompu t e r s c i ence community. 

F o r those peop l e unfamil iar w i th C.mmp and Hydra, we shal l p rov i de a b r i e f 
o v e r v i e w of mu l t i p rocesso r r e sea r ch at CMU, and some detai ls about C.mmp, Hyd ra , and 
the goa l s we or ig ina l l y set for the research project . This in format ion shou ld s e r v e as 
a g ene r a l ba ckg round against wh ich our evaluat ion of the pro jec t can be cast . The 
i n t e r e s t e d r eade r wi l l f ind more detai ls in the b ib l iography. 

1.1 Mu l t ip rocessor Research at CMU 

„ I n J a t e . 1 9 2 1 w e , a t C M U .decided, to -embank o r va - r e sea r ch p rog ram to e x p l o r e mu l t i ­
c ompu t e r s t r u c tu re s espec ia l l y those s t ructures in wh ich the seve ra l c ompu te r s 
s h a r e a common address space. At the.t ime it appeared to us that the economics of 
LSI t e chno l ogy wou ld make multi-mini or mult i-micro s t ruc tu res the a r ch i t e c tu re of 
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c h o i c e f o r many medium-to- large scale appl icat ions. In addit ion to the economic 
a r gumen t s , t he r e appea red to be many other advantages to such s t ruc tu res , inc lud ing 
h i gh ava i l ab i l i t y , expansab i l i ty , and so on. 

De sp i t e the fact that a number of mult iprocessor computers had been bui lt p r i o r to 
1 9 7 1 , r e l a t i v e l y l i t t le of a scientif ic nature was known about them. Our goal was to 
e x p l o r e a number of a l ternat ive mult iprocessor designs, examining bo th the ha r dwa re 
and s o f t w a r e i s sues , and to report on these explorat ions. To that end we unde r took 
the d e s i g n and cons t ruc t ion of two mult iprocessor systems, C.mmp and Cm*, and the i r 
a s s o c i a t e d s o f twa re . 

C.mmp, the sub jec t of this paper, is a re lat ive ly s t ra igh t fo rward mu l t ip rocessor . 
B e g u n in 1972 , it connects 16 processors to a large shared memory (up to 3 2 
m e g a b y t e s ) t h r ough a centra l crosspoint switch. The access time f rom any p ro ces so r to 
any w o r d of memory is identical. Cm*, started in 1975, replaces the c rosspo in t sw i t ch 
w i t h a d i s t r i bu t ed , bus -o r i en ted interconnect ion scheme be tween p r o c e s s o r -memo r y 
p a i r s . In con t ras t to C.mmp, the access time f rom a Cm* p rocesso r to a w o r d of 
m e m o r y can v a r y b y an order of magnitude depending upon the par t i cu lar p r o ce s so r 
and m e m o r y module invo lved. These two machines have quite d i f ferent impl icat ions on 
the s o f t w a r e wh i c h runs on them; between them we are able to exp l o re many of the 
i n t e r e s t i n g i s sues of d i s t r ibuted process ing. 

1.2 C.mmp 

C.mmp is a mu l t ip rocessor composed of 16 PDP- i rs , 16 independent memory banks , 
a c r o s s po i n t sw i t ch wh ich permits any processor to access any memory, and a t yp i ca l 
c omp l emen t of I/O equipment. A path through the swi tch is independent ly e s tab l i shed 
f o r e a c h memory request and up to 16 paths may exist s imul taneous ly . A n 
i n d ependen t bus , the IP-bus, carr ies contro l signals f rom one p roces so r to another,' no 
da t a is c a r r i e d b y this bus. Col lect ive ly the 16 processors execute about 6 mi l l ion 
i n s t r u c t i o n s pe r second; the total memory bandwidth is about 5 0 0 mil l ion b i ts pe r 
s e c o n d . In shor t , desp i te the fact that it is built f rom minicomputers, C m m p is a l a r g e -
s ca l e mach ine . 

T h e cu r r en t conf igurat ion of C.mmp includes 5 P D P - 1 1 / 2 0 p r o ce s so r s (5 
u se c / i n s t r u c t i on ) , 11 P D P - 1 1 / 4 0 processors (2.5 usec/ instruct ion), and 3 megaby tes of 
s h a r e d memory (650 nsec core and 300 nsec semiconductor). A l l of the 1 1 / 4 0 
p r o c e s s o r s have been modif ied to include wr i tab le microstores; thus we are ab le to 
t a i l o r t he i r i ns t ruc t i on sets to speci f ic appl ications. The cost of this con f igura t ion is 
r o u g h l y $600 ,000 , of wh ich $300,000 is the cost of processors , $200 ,000 is memory , 
and $ 1 0 0 , 0 0 0 is the swi tch , IP-bus and other specia l equipment. Of cou r se , t he re is an 
add i t i ona l cos t assoc ia ted wi th I/O devices. 
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1.3 Hyd ra 

H y d r a is the " ke rne l " of the operat ing system for C.mmp; it is not i n t ended to 
p r o v i d e most of the famil iar features of an operat ing system (e.g., it does not p r o v i d e 
f i l e s , a command language, or even a scheduler). Rather, Hydra p r o v i d e s an 
env i r onmen t in wh i ch it is ( intended to be) easy to wr i te use r - l eve l p rog rams that 
s u p p l y t hese famil iar faci l i t ies. Hydra was des igned in this kerne l fash ion in o r d e r to 
pe rm i t (and encourage) exper imentat ion wi th features and pol ic ies app r op r i a t e t o 
mu l t i p r o ce s so r s . 

H yd r a , wh i ch was a resea rch project in its own right, uses a c apab i l i t y - b a s ed 
p r o t e c t i o n s t ruc tu re , a scheme in which only the possess ion of the app rop r i a t e k ind of 
r e f e r e n c e to an object (e.g., a f i le) grants access to that object. In o r de r to a l low 
u s e r - l e v e l def in i t ion of opera t ing system facil it ies, Hydra extends the bas ic capab i l i t y 
s c heme w i t h the abi l i ty to def ine new types of objects and (protected) ope ra t i on s on 
t h e s e ob jec t t ypes . Thus it is poss ib le for a user to define new t y p e s of f i les , 
p r o c e s s e s , message buf fe rs , or whatever . These newly def ined t ype s sha re an equa l 
s t a t u s w i t h those that a l ready exist — which is another way of say ing that H yd r a 
a t t empt s to p reempt as f ew decis ions as possible, thus al lowing the use rs to ta i lo r the 
s y s t e m to the i r needs. 

S o f t w a r e a l ready built on top of Hydra in this manner includes f i le s y s t ems , 
d i r e c t o r y sy s tems , schedu lers , and language processors (for A lgol 68 , C, L*, and a 
f l e x i b l e command language). 

1.4 P ro jec t Goals 

T w o gene ra l goals in f luenced both the hardware and the so f tware des ign f r o m the 
ou t s e t . The C m m p / H y d r a sys tem was env is ioned as both symmetric and general 
purpose. B y symmetric we mean that rep l icated components, such as p r o ce s so r s , a re 
t r e a t e d as an anonymous pool; no one of them is specia l in any sense . B y general 
purpose we s imp ly mean that we did not intend to cater to only those p rog rams wh i c h 
n e e d a mu l t ip rocessor ; the mult iprocessor character of the machine is used to imp r o ve 
t h r oughpu t ac ross a set of independent jobs as wel l as to mul t iprocess s ing le j ob s . 
B o t h the ha r dwa re and so f tware we re des igned with these goals in mind. 

The symmetry goal is manifest in a number of ways. At the ha rdware l e ve l , f o r 
e xamp l e , an i n t e rp roces so r in ter rupt mechanism was designed so that e v e r y p r o c e s s o r 
c ou l d i n te r rup t e v e r y o ther processor (including itself) w i th equal ease . A t the 
s o f t w a r e l eve l there is no "master -s lave" relat ion among the p r o ce s so r s — any 
p r o c e s s o r may execute any part of the operat ing system at any time (sub jec t , of 
c o u r s e , to - im j tuaheyc lus ion4n-access ing -share t i data structures). A t - t he use r l e ve l , a 
j o b may execu te on any processor , and indeed may swi tch from one p r o c e s s o r to 
ano the r many, t imes dur ing its execut ion. 

The impact of the general purpose assumption is more subtle; it impl ies that w e have 
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to p r o v i d e a b roade r range of so f tware than would be expected if our focus had b e e n 
mo r e na r r ow . It a lso impl ies that optimizat ions to a specia l ized p rob lem domain shou ld 
not be made in the ope ra t i ng sys tem. Some of the specif ic ef fects of this goa l w i l l b e 
f o u n d la ter in the eva luat ions . 

1.5 Per fo rmance Evaluation Tools 

M a n y of our eva luat ions of C.mmp are based on data obta ined f rom a number of 
t oo l s de s i gned to measure sy s tem performance. A l though not one of our f i ve g r ea t e s t 
s u c c e s s e s , we think these tools are important enough to present here . We have t h r e e 
measu remen t tools: a scr ipt d r i ve r , a hardware monitor, and a kerne l t race r . 

T he Sc r i p t D r i ve r is a p rog ram which can place a measured load on the s y s t em b y 
s imu la t i ng a number of users at terminals performing var ious tasks. This k nown load 
c an make the i n te rp re ta t i on of per formance measurements much eas ier . 

T h e Ha rdware Mon i to r is a dev i ce built at CMU which can monitor in rea l t ime the 
s i gna l s on a P D P - l l ' s bus. The Monitor is ve ry useful in measur ing the ac t i v i ty of a 
s i ng l e C.mmp p rocesso r , and for recording the activity of small po r t i ons of t he 
o p e r a t i n g s y s t em. It is less e f fec t ive in measuring total system per fo rmance . 

T h e Ke rne l T race r , the most commonly used tool, is built into the Hyd ra ke rne l . It 
a l l ows se l e c ted ope ra t i ng sys tem events (e.g., blocking on semaphores, contex t s w a p s ) 
to be r e c o r d ed wh i le appl icat ions are running. The accumulated data can be p r o c e s s e d 
o f f - l i n e to g ive a deta i led r e co rd of what was happening on each p rocesso r . Na tu ra l l y , 
t h e use of the t r ace r s l ows down the ent i re system, but this obv ious po int doesn ' t 
r e a l l y s eem to matter in prac t i ce . 

The impor tance of these tools should not be underest imated. In any s y s t e m as 
c omp l e x as an ope ra t i ng sys tem, design decisions are o f ten based on in tu i t i ve 
a s sumpt i ons of pe r fo rmance t radeof fs . Without accurate measurements, t hese de s i gn 
a s sumpt i ons cannot be ve r i f i ed . Certa in ly we found that some of our assumpt ions 
w e r e w r o n g , caus ing us to redes ign severa l parts of Hydra. 

1.6 Format of the Paper 

The body of th is pape r is a h ighly edited report of a meeting ca l led spec i f i ca l l y to 
e v a l u a t e the C.mmp/Hydra pro jec t . The attendees were representa t i ves of the v a r i o u s 
g r o u p s i nvo l ved in the des ign , implementation, and use of Cmmp and Hyd ra : h a r d w a r e 
d e s i g ne r s , ope ra t i ng s y s t em implementors, those doing per formance eva lua t ion , and 
f o u r major users . In al l, s i x teen persons attended, the maximum number we felt c ou l d 
i n t e ra c t p roduc t i ve l y . 

The pu rpo se of the meet ing was to solicit the opinions of the pa r t i c i pan t s 
c on c e r n i n g the nature of ou r successes and fai lures. We had also so l i c i ted w r i t t e n 
op i n i on s f rom a w ide r g roup — in fact, just about everyone who has had any th ing to 
d o w i t h C.mmp and Hydra . The part ic ipants knew, of course, that the resu l t s wou l d b e 
r e p o r t e d in this pape r . 
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The meet ing and wr i t t en responses produced over a hundred dist inct comments . To 
o r g a n i z e these in a coherent fashion we asked the part ic ipants to dec ide upon ou r f i ve 
g r e a t e s t s u c ce s se s and f ive greatest fai lures. With some except ions the comments 
have b e e n o r gan i z ed under these headings; the participants* comments have b e e n 
i n den t ed to s epa r a t e them f rom background information and summary comments . 

A n y pape r that se ts out to ref lect upon the successes and fa i lures of a r e s e a r c h 
p r o j e c t is po ten t i a l l y se l f - se rv i ng . We we re extremely conscious of that dange r and 
h a ve a t tempted , t h rough the format of the meeting and the edit ing of its t r ansc r i p t , to 
c on s t r u c t the ' p ape r in a manner which minimizes this effect. Either our in it ia l f ea r of 
b e i n g s e l f - s e r v i n g was groundless , or the format chosen worked ex t r eme l y we l l . We 
sha l l let the r e ade r s judge for themselves, but we feel that the resu l t has b e e n a 
r e a s o n a b l y ob jec t i ve , we l l -ba lanced v iew of the C.mmp/Hydra pro ject . 

2. Our Greatest Successes and Failures 

We sha l l beg in this repor t w i th what, in fact, happened last at the meet ing — a 
l i s t ing of our most notable accomplishments and mistakes. This list was c r ea t ed af ter 
all op in i ons had been exp res sed , thus the part ic ipants had the oppo r tun i t y to hear the 
op i n i on s of the o the r s be fo re decid ing upon the content of the l ist. To keep the 
d i s cu s s i on c r i sp we arb i t ra r i l y chose to limit each list to f ive items. Su rp r i s i ng l y (to the 
ed i t o r s at least) , desp i te the d i f fer ing interests of the par t i c ipants t he r e wa s 
e s sen t i a l l y comple te agreement on the items to be included on each l ist. 

Ou r no tab l e accompl i shments: 

We cons t ruc ted a cos t -e f fec t i ve , symmetric mult iprocessor. 

We p rov i ded , in Hydra, a capab i l i ty -based protect ion sys tem wh i ch 
a l lows the const ruc t ion of operat ing system faci l i t ies as normal 
use r p rograms. 

We w e r e able to d is t r ibute the Hydra kernel symmetr ica l ly o v e r all 
p r o ce s so r s . 

We p r o v i d ed success fu l mechanisms for the detect ion of, and 
r e c o v e r y f rom, so f tware and hardware er rors . 

We used an e f fec t ive methodology for construct ing the Hyd ra 
ke rne l . 

Our no tab le d i sappo in tments : 

-JThe,hardware i s J e s s re l iab le than we would like. 

The smal l address of the PDP-11 has a large negat ive impact on 
p r og r am s t ruc tu re and per formance. 
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We are unab le to part i t ion Cmmp into disjoint systems. 

We d id not put enough human-engineer ing into the so f twa re 
i n te r face to the user . 

We d id not g ive enough attention to project management. 

Ne i t h e r ou r successes nor fa i lures are, of course, unqual i f ied, and the s t o r y beh ind 
e a c h is l i t t e red w i t h smal ler successes and mistakes. Moreover , there are dependenc i e s 
b e t w e e n the th ings that went wel l and those that didn't; the fact that we have a 
r u nn i n g 1 6 - p r o c e s s o r sys tem must be tempered, for example, b y a p o o r e r - t h a n -
e x p e c t e d re l i ab i l i t y r e co rd . The rel iabi l i ty record, on the other hand, led us to g r ea t e r 
c o n c e r n fo r s o f twa re s t ruc tu res that detect and surv ive hardware malfunct ion — and 
w e couo t those s t ruc tu res among our most important accompl ishments. For all t hese 
r e a s o n s , wh i le we have used the success/fa i lure l ists to organ ize the paper , one 
s h o u l d not expec t all the points l isted under a "success" to be pos i t i ve in na ture . On 
the c on t r a r y , we be l i eve it important to expose the contr ibut ing events , bo th pos i t i ve 
and nega t i ve , as we l l as the major points l isted here. 

W i t h that in t roduc t ion then, here is the report of the meeting. 

3« The Successes 

3.1 A Cos t -E f fec t i ve Mult iprocessor 

C.mmp's des ign goals inc luded speed, simplic ity, and the use of as many 
commerc i a l l y - ava i l ab l e components as possib le. Because Cmmp is a unique compute r 
s ome c r i t i ca l pa r t s had to be des igned and built espec ia l ly for the pro ject . Whi le th is 
w a s a bu rden , it d id g ive us maximum freedom in the des ign of these c r i t i ca l 
c omponen t s , inc lud ing the crosspoint switch, the IP-bus, and the p r o c e s s o r 
mod i f i ca t i ons for memory re locat ion. These we re all built b y the C M U Compu te r 
S c i e n c e Depar tment Eng ineer ing Laboratory . 

The bas i c des ign goals have been just i f ied by exper i ence , w i th 
s p eed hav ing been the least important emphasis. 

CMU-bu i l t ha rdware is not a large propor t ion of the total s y s tem 
cost . 

The c rosspo in t sw i t ch is v e r y rel iable, and fast enough. 

The use of immediately avai lable components was a major factor in 
ge t t ing C m m p built as fast as we did, but it l imited us in tak ing 
advantage of techno logy which deve loped in succeed ing yea r s . 

W e w e r e espec ia l l y happy about the evaluat ion of the c rosspo in t sw i t ch , wh i c h 



many p e o p l e thought wou ld be C.mmp's Achi l les ' heel. In re t rospect we think we w e r e 
t oo c o n c e r n e d about raw speed in the design of the swi tch and memory; as it t u r n s 
ou t , most appl icat ions are sped up by decomposing their algorithms to use the 
mu l t i p r o c e s s o r s t ruc ture , not by execut ing on a processor w i th short memory access 
t imes . 

T h e comments at the meeting did ref lect some spec i f i c complaints about the 
h a r d w a r e , s e ve r a l of wh ich we later decided were signif icant enough to be l i s ted as 
s o m e of ou r major d isappointments. Many of these stemmed from our choice of a 
p r o c e s s o r fo r C.mmp. In 1971, only the PDP - 11 / 20 minicomputer met ou r 
r e q u i r e m e n t s . In 1974 we dec ided to take advantage of technology advances and use 
t he n ew , fas te r P D P - 1 1 / 4 0 p rocessors to complete C.mmp. One feature of the P D P - 1 1 
a r c h i t e c t u r e wh i ch might be expec ted to impact the goal of symmetry for C.mmp is t he 
c l o s e assoc i a t i on of an I/O dev ice wi th exact ly one processor . 

The PDP-11 p rocesso rs requi red more modif icat ions than we 
e xpec t ed to ensure the secur i ty of the operat ing sys tem. 

The P D P - l l ' s 16-bi t address is too small for many interest ing 
app l i cat ions. 

Hav ing to suppor t ing two PDP-11 models compl icated the 
deve lopment of the processor modif ications and the opera t ing 
s y s t em . It wou ld have been better to have had a s ingle p rocesso r 
model , regard less of its speed. 

Hav ing I/O dev ices bound to part icular p rocessors made it diff icult 
to move a dev ice from a malfunctioning p rocessor to a good one, 
but dev i ce ut i l i zat ion was not otherwise sacr i f i ced. 

P e r h a p s more than anyth ing e lse, our exper ience wi th the PDP-11 has g i ven us a 
much c l e a r e r idea about what features are real ly important in choos ing a p r o ce s so r , 
and w h i c h are not. Our consensus is that speed is not v e r y important, for r ea sons 
a l r e a d y c i t ed in conjunct ion wi th the crosspoint swi tch. Rel iabi l i ty is v e r y impor tant , 
bu t w e found that much can be done in sof tware to increase the overa l l s y s t e m 
r e l i ab i l i t y , as long as the hardware has some basic e r ro r -de tec t i on mechanisms. (Our 
o w n a p p r o a c h to this is desc r ibed later.) The address s i ze is important because if it is 
t o o smal l fo r the expec ted appl icat ions, the ensuing prob lems cannot be comp le te l y 
o v e r c o m e by so f tware . The PDP-11 I/O architecture is an example of a fea ture that 
t u r n e d out to be unimportant because it could be complete ly hidden f rom use r s b y 
s o f t w a r e . 

A t a h igher leve l , users of C.mmp seemed sat is f ied w i th the overa l l s y s t e m 
p e r f o r m a n c e . 

Our abi l i ty to suppor t mult iprocess algorithms is wel l es tab l i shed 
b y the per fo rmance of the many appl ications on Cmmp. 

We have success fu l l y suppor ted user processes that requ i re r e a l ­
t ime response , a l though this was not one of our major goals. 
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A t the e nd of the paper we wil l g ive some per formance f igures for an app l i ca t ion 
w h i c h r un s on seve ra l C M U computers, including C.mmp. 

Mos t o f t en c i t ed cr i t ic isms of the system were : 

In te rac t ion w i th operat ing system faci l it ies, in or out of the kerne l , 
is accompan ied by a high overhead. 

The most ser ious obstac le to rap id execut ion of large sys tems is 
the l imitat ion imposed on programming by the small PDP -11 
add res s . 

M e m o r y content ion signif icantly degrades per formance when many 
p r o c e s s e s are access ing the same memory page. This is usual ly 
c au sed by the processes shar ing the same code pages. 

M e m o r y content ion is ve r y ser ious when using h igh-per formance 
I/O dev i ces which depend on rapid access to memory dur ing 
t r an s f e r s . 

T h e pe r f o rmance bot t lenecks are due to a combinat ion of avoidable and unavo idab le 
f a c t o r s . We w e r e int ial ly d i s t ressed at the high operat ing sys tem ove rhead (it t akes 
abou t 5 0 0 mic roseconds to enter and exit the kernel), but we attr ibute most of it to a 
l ack of e x p e r i e n c e w i th the fa i r ly complex features we w ished to implement. We are 
c on f i d en t that the ove rhead is not an inevitable result of our pro tec t ion mechanisms, 
no r is it due to the ha rdware design. 

M e m o r y con ten t ion , caused by severa l p rocessors t r y ing to access the same memory 
s imu l t aneous l y , was a per formance concern from the outset of the p ro jec t . Our 
s imu l a t i on s tud ies indicated that its effect would be minimal, but in pract i ce s e ve r a l 
c i r c ums t an ce s consp i r ed to make the prob lem signif icant. F i rst , typ i ca l l a rge 
mu l t i p r o c e s s app l i cat ions tend to share the same code among all p rocesses , and th is 
g r e a t l y i n c r ea se s the probab i l i ty of accesses to the same memory. Second, the 
i n s ta l l a t i on of p e r - p r o ce s so r caches, which we re to handle this c ode - r e f e r en c e 
p r o b l e m , has b e e n de layed due to var ious resource shortages. Final ly, w e found that 
d e v i c e s s u ch as our d isks and drums could not to lerate the long memory access t imes 
c h a r a c t e r i s t i c of per iods of high content ion. A sof tware so lut ion to this p rob lem had to 
b e Imp lemented . 

T h e smal l add res s prob lem is ser ious for large appl icat ions wh ich cannot fit w i th i n 
t he 6 4 K add re s s space on the PDP-11 . A l though we could not have avo ided th is 
p r o b l e m , we w e r e gu i l ty of underest imating its s ignif icance for the appl icat ions wh i c h 
w e r e to r u n on C.mmp. The prob lem is cons idered in more detai l later in th is pape r . 
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3.2 P ro tec ted Subsystems 

In Hyd r a , the cons t ruc t i on of operat ing system facil it ies outs ide the ke rne l is 
c e n t e r e d a round an abst rac t ion cal led a protected subsystem. A s ub s y s t em is, in i ts 
b a s i c fo rm, a new ob jec t t ype combined with a set of procedures wh i ch ope r a t e on 
o b j e c t s of that t ype . 

Our e xpe r i e n c e de r i ve s f rom ove r twenty work ing subsys tems imp lement ing 
s c h e d u l e r s (Policy Modules in Hydra terminology), fi les, d i rector ies , an I/O dev i ce 
a l l oca to r , and a host of other tradit ional operat ing system faci l i t ies. A s s o f twa r e 
d e ve l opmen t con t inued by d i ve r se users, we were cur ious to see whe t h e r all the 
r e q u i r e d so f twa re cou ld be built wi th in the subsystem abstract ion, whe t he r such 
de ve l opmen t cou ld be done eas i ly and quickly, and whether the resu l t i ng fac i l i t ies 
c ou l d be eas i l y merged into the user environment. 

The p ro t e c t ed subsys tems abstract ion is ve ry power fu l in 
. des ign ing opera t ing sys tem sof tware in a capabi l i ty env i ronment . 

It is e a s y to des ign subsys tems which are easy to use and wh i ch 
are ' p r o t e c t ed f rom any inter ference from software outs ide the 
sub sy s t em . 

The subsy s t em s t ruc ture makes it easy to prov ide s e ve r a l 
coex i s t i ng and compet ing faci l i t ies. 

The sub sy s t em s t ruc ture is useful for isolating faci l i t ies unde r 
deve lopment or be ing debugged. 

New subsys tems are eas i ly incorporated into the standard s y s t em. 

We th ink the subsy s t em concept in Hydra is as useful as the c l o s e l y - r e l a t ed not ion 
of e x t e n d e d data t ype s has been in the f ield of programming languages. Pa r t of the 
o r i g i na l mot iva t ion for the subsys tem concept was our des i re to a l low a l t e rna te 
so l u t i on s to prob lems, wh ich we could not foresee in a mul t iprocessor env i r onmen t . 
H o w e v e r , w e found that subsys tems are also v e r y useful in debugg ing v e r s i o n s of 
" s t a nda r d " s y s t ems wi thout in ter fer ing wi th users. 

M a n y peop l e at the meet ing we re cr it ical of the fai lure to fol low up the s u b s y s t e m 
de s i g n w i t h the so f twa re tools wh ich would encourage building subsys tems in th i s n ew 
env i r onmen t . 

Sub s y s t em const ruc t ion sti l l suf fers from being ad hoc, there be ing 
— inadequate s o f twa r e - s uppo r t r for managing J h e p rograms , da ta 

s t ruc tu re s , and documentat ion which comprise the subsys tem. 

The deve lopment of sys tem sof tware (subsystems) by many 
d i f f e ren t peop le makes it more diff icult to impose any 
s tandard i za t i on . 
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Sub s y s t ems are less l ikely to be successfu l when they attempt to 
implement tradi t ional (non-capabi l i ty) sys tems in tradi t ional ways . 

T h e s e p rob l ems are the result of our not g iv ing the user env i ronment outs ide the 
k e r n e l as much a t ten t ion as we gave the Hydra kerne l itself. We cons ider it one of ou r 
w o r s t mis takes and wi l l d iscuss it more later in the paper . 

S chedu l i ng is an example of a tradit ional operat ing sys tem funct ion which, in Hyd ra , 
is pa r t i a l l y imp lemented outs ide the kernel by a subsys tem ca l led the Po l i cy Modu le 
(PM) . We thought that prov id ing schedul ing pol icy outs ide the kerne l wou ld a l low us to 
e x p e r i m e n t w i t h d i f f e ren t spec ia l i zed strategies for schedul ing cooperat ing p ro ce s se s . 

T he f i r s t Po l i cy Modu le is a dist inguished subsys tem for severa l reasons. F i rs t , it 
w a s one of the f i r s t subsys tems built outside the kerne l and exhib i ts many of the 
m i s t a ke s of any f i r s t attempt. Second, it is a part icu lar ly nice example of our ab i l i ty to 
b u i l d o pe r a t i n g s y s t em faci l i t ies outside the kerne l . Final ly, it in teracts v e r y c l o se l y 
w i t h the ke rne l , so the ef f i c iency of the kernel interface is emphas ized. 

T h e f i r s t Po l i c y Modu le was operat ional from 1974 through May, 1977. Our bas i c 
e v a l u a t i o n at the meet ing was that 

The f i r s t Po l i cy Module adequately demonstrated that tradit ional 
po l i c y dec i s ions could be made outside the kerne l . 

In sp i t e of this, many people noted f laws in the implementat ion wh ich w e r e g l o s sed 
o v e r in ou r r u sh to see if the P M would work. 

Insuf f i c ient at tent ion was paid to re l iab i l i ty and throughput in the 
Po l i c y Modu le . 

The P M - k e r n e l interface turned out to be more complex than we 
had ant i c ipa ted . 

We inc luded things in the kernel faci l i t ies wh ich logical ly be longed 
outs ide ; th i s acted to complicate the kerne l inter face. [For 
efficiency reasons, we implemented in the kernel some facilities 
which should have been outside according to our philosophy. This 
made the kernel more complicated. ] 

Hence , 

The cons t ruc t i on of Pol icy Modules was not as easy as we had 
imagined be f o r e we actual ly t r ied it. 

B e c au se w e e xpe c t ed a P M to incorporate spec i f ic knowledge about the p r o ce s se s it 
w a s schedu l i ng , w e ant ic ipated having many P M ^ s imultaneous ly schedul ing d i f f e ren t 
s e t s of p r o ce s se s . Indeed, having severa l PM*s run at the same time was no p rob l em, 
bu t aga in the pe r f o rmance left something to be des i red . 
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To suppor t mult iple Po l icy Modules, more faci l i t ies are needed in 
the kerne l to ensu re a fair al location of p rocesso r and memory 
r e sou r ce s to each Po l i cy Module. 

W e began to bui ld a second ve r s i on of the Pol icy Module almost as soon as the 
de f i c i e n c i e s in the f i rs t we r e recogn i zed . This des ign p roceeded in para l le l w i t h 
p e r f o r m a n c e improvements to the f i rs t PM, and in fact we we r e runn ing bo th PM*s 
s imu l t aneous l y for a short t ime. 

3 .3 The Distr ibuted Operat ing System 

H y d r a was des igned w i th no master-s lave relat ionship among p rocesso rs . W i th t he 
e x c e p t i o n of the lowest leve l of I/O dev ice support , all sys tem tasks may run on any 
and all p r o ce s so r s . An immediate result of this is that we expec ted a high d eg r e e of 
pa ra l l e l i sm in Hydra and the co r respond ing need for e f fect ive synchron i za t ion methods . 

T h e r e are two notable aspects to our approach to synchron i za t ion . F i r s t , w e 
d e c i d e d to s ynch ron i ze on data ra ther than code. Eve ry data s t ruc ture wh ich can be 
a c c e s s e d b y more than one p rocesso r is prov ided wi th a lock o r semaphore wh i c h is 
u s e d to en su re mutual exc lus ion. 

S e cond , we p rov ided a range of synchron izat ion pr imit ives, f rom v e r y fast " l ocks " to 
much s l owe r "semaphores." The tradeoff here is the ove rhead needed to P or V the 
l o c k o r semaphore against the resources which wil l be t ied up by a p rocess wa i t i ng to 
p a s s the lock, o r semaphore. Small data st ructures which are locked for shor t p e r i o d s 
o f t ime (o rde r 3 0 0 microseconds) use locks, which invo lve a v e r y small o v e r h e a d 
( app r ox ima t e l y four instruct ions) when the process does not block. La rge da t a 
s t r u c t u r e s , or data s t ruc tu res whose process ing may be in te r rup ted for long p e r i o d s 
of t ime (as when wai t ing for I/O) use semaphores, which tie up f ewer r e sou r ces w h e n 
b l o c k i n g is necessa ry . 

The simple, symmetr ic hardware has permit ted a much s impler 
ope ra t i ng sys tem des ign. 

Hyd ra hides the p rocesso r -dev i ce cor respondence so we l l that 
most of Hydra, and all the sof tware at the user leve l , is unaware 
of the actual locat ion of I/O dev ices. 

The symmetr ic d i s t r ibut ion of the operat ing sys tem has been an 
unqual i f ied success . We are able to achieve a high deg ree of 
para l le l i sm wi th in Hydra , and the system is insens i t ive about the 
number of p rocesso r s avai lable. 

The^j j se of .asynchronous processes- ("demons") io -.• implement 
s y s t em funct ions resu l ted in s impler des igns and improved 
per fo rmance . 

In prov id ing synchron i za t i on with in the kerne l , we be l i eve we 
p ro f i t ed by lock ing data s t ruc tures rather than code. 
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Our dec i s i on to provide severa l types of synch ron i za t i on 
mechan isms gave us much design f lexibi l i ty. 

The natura l synchron izat ion primit ives and our consc ious and 
cons tant commitment to a high degree of paral le l ism has r e su l t ed 
in ou r encounter ing few software bugs caused by inadequate 
s ynch ron i z a t i on . 

We have found that the use of demons to absorb much of the s y s t em w o r k load 
ou t s i de the norma l computat ional stream has simplif ied much of Hydra ' s des ign . We 
might not have used this technique if we did not have so much con f idence in ou r 
s y n ch r on i z a t i o n techn iques and our abil ity to achieve a high degree of para l le l i sm. 

3.4 Cove rage of Hardware and Software Errors 

T h e r e a re t imes when clouds do have s i lver l inings. From the ear l ies t day s of the 
p r o j e c t we had to contend with unreliable hardware and our own so f twa re mistakes; 
mo r eove r , w e cou ld not af ford a 24 hour/day operator to re load the s y s t em af ter ea ch 
c r a s h . Thus we w e r e fo rced to consider the general problems of so f twa re de te c t i on 
and r e c o v e r y f r om e r r o r s ~ whether they be hardware or so f tware induced. 

When an e r r o r is de tec ted by Hydra, we t ry to answer a number of ques t ions . What 
w a s the exact e r r o r ? Can we tell if it is due to a hardware or so f twa re mal funct ion? 
If h a r dwa re , is the p rob lem repeatable or transient? Have any cr i t ica l data s t r u c t u r e s 
b e e n damaged? If so, can the damage be repaired? Can we el iminate a p iece of 
ma l func t ion ing (or just suspic ious) hardware and stil l run? In all cases , ou r aim is to 
k e e p the s y s t em runn ing wi th as much functional ity as poss ib le. » 

Our p robab i l i t y of detect ing an er ror soon after it has occu red is i n c reased b y 
bui lding* e r r o r - d e t e c t i o n mechanisms into the hardware and so f tware . The CMU-bu i l t 
memo r y re loca t i on units implement par i ty checking on eve r y memory by t e and on the 
add r e s s bus t h rough the crosspoint switch. Sof tware modules emp loy redundan t 
r e p r e s en t a t i o n and other techniques to t ry to limit the propagat ion of e r r o r s not 
d e t e c t e d b y the ha rdware . 

R e c o v e r y mechanisms invoked by the detect ion of any e r ro r emp loy a " s u s p e c t -
mon i t o r " pa rad igm to ensure that a fai lure in the recove ry p rocesso r may b e de t e c t ed 
c l ean l y . Two p r o ce s se s (processors) are always invo lved: one, the suspect, a t tempts to 
r e c o r d the s y s t em state at the time of the error; the other, the monitor, wa t ches the 
s u spe c t and assumes contro l if the suspect is unable to f inish. The suspec t is a lway s 
the p r o c e s s o r on wh i ch the e r ro r occured. The monitor is se lec ted at random f rom all 
o t h e r p r o c e s so r s . The re are a number of steps which can be taken dur ing a r e c o v e r y 
ac t i on depend i ng on the type of error , including removing p rocesso r s o r memor ies 
f r o m the s y s t em and produc ing extensive crash dumps for later o f f - l ine ana lys i s . 

The fault to lerance built into some kernel modules resu l t ed in 
making them among the most rel iable in the sys tem — more 

* re l i ab le than other modules coded by the same programmer 
w i thout us ing such techniques. 
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The so f twa re fac i l i t ies for detecting software and hardware e r r o r s 
and res ta r t i ng the s y s t em automatically have been a big success . 

Simi lar fac i l i t ies in user software are beginning to be deve l oped 
and show much promise in improving overa l l sys tem re l iab i l i ty . 

E v e n though we are p roud of our current error-handl ing mechanisms, we know that 
s y s t e m needs more wo r k in this area, part icular ly in the area of supp l y i ng po l i c i es to 
d e t e rm i n e wh i ch mechanisms shou ld be invoked for di f ferent t ypes of e r r o r s . Wh i l e it 
i s t r ue that w e can r e cove r f rom virtual ly any e r ro r by in i t iat ing an automat ic 
r e l o ad i ng of the ope ra t i ng sys tem, this is a drastic action we wou ld l ike to use on l y in 
t he case of t ru l y ca tas t roph i c e r ro r s . Unfortunately, the d i f f icu l ty in p inpo in t ing the 
e xa c t locat ion of some ha rdware e r ro r s and the diff iculty in ve r i f y i ng the c on s i s t en c y 
of the complex capab i l i t y data st ructure has resul ted in our c lass i fy ing a lmost al l 
e r r o r s as " ca tas t roph i c " in th is sense. We are in the midst of redes ign ing b o t h 
h a r d w a r e and so f twa re to co r rec t these deficiencies. 

3.5 So f tware Development Methodology 

Our init ia l goals for the Hydra implementation did not expl ic i t ly inc lude the no t i on of 
e x p l o r i n g a so f twa re eng ineer ing methodology. Nevertheless, we used a method b a s e d 
o n P a r n a s ' "modular decompos i t i on" * and it worked quite we l l ; indeed many of us 
b e l i e v e that w i thout it the pro jec t would not have succeeded. 

The methodo logy used caused us to divide the units of work {programming t a sks ) 
a l ong the l ines of the major data structures in the system. A module (and hence a 
p r o g r a m m e r ) was r e spons i b l e fo r the representat ion of, and all opera t i ons on, a da ta 
s t r u c t u r e . No one o ther than the responsible programmer had access to know l edge 
c o n c e r n i n g the implementat ion detai ls . 

B e c a u s e methodo logy per se was not our major goal we we r e not fanat ica l abou t 
e n f o r c i n g the methodo logy , and we re often less prec ise about the spec i f i ca t ions t h an 
w e might have been . Bo th the pos i t ive and negative aspects of th is informal a pp r o a ch 
a r e r e f l e c t ed in the fo l low ing remarks: 

We be l i eve that it is a measure of the success of the modular 
implementat ion of the kerne l that one ful l-t ime programmer can 
maintain this p rog ram which comprises 2000 (l isting) pages of 
sou rce code . 

The independent implementat ion of the modules in Hydra resu l t ed 
in a lack of any un i fo rm coding sty le and in some dup l i cated e f fo r t 
in in te r fac ing to the under ly ing hardware. The ef fect was not 
v e r y se r i ous s i n ce ~all the JmpJementors we re h ighly ta len ted , 
exh ib i t ing d i f f e rences in s ty le rather than qual ity. 

1 Parnas, "On the Criteria to be Used in Decomposing Systems into Modules, CflCtt 15,12, pp. 1053-1058, 197Z 



14 

Because modules we re implemented independent ly, no one ini t ia l ly 
had a deta i led knowledge of the ent i re sys tem. This made 
debugg ing more diff icult and resulted in a diff icult t rans i t ion when 
Hyd ra began to be maintained by a single programmer who was 
not part of the or ig inal implementation team. 

Cod ing of the kerne l began quickly after the initial des ign. Some 
th ink too qu ick ly . 

. • Loose management coupled with the modular izat ion techn ique 
w o r k e d we l l except in promoting a standard izat ion of cod ing 
s t y l e s . 

Informat ion hid ing as a modularization technique resu l ted in cod ing 
s i tuat ions in wh i ch information necessary to make a dec is ion was 
not ava i lab le. 

A s Hyd ra deve loped and was modified, the or ig ina l , c l ean 
modular i za t ion began to break down as new features we r e added 
and pe r fo rmance bott lenecks removed. 

We st i l l th ink the modular decomposit ion methodology is ex t reme ly good f o r 
s t r u c t u r i n g large sys tems. In our exper ience, breakdown of the modular s t r u c t u r e 
o c c u r s mainly when programmers in the midst of debugging adapt "quick and d i r t y " 
so lu t i ons wh i ch do not p r e se r ve modularity. 

A l l but a v e r y small part of Hydra is wr i t ten in a h igh- leve l implementat ion language, 
B l i s s - 1 1 . The re seems to be no quest ion that it was poss ib le, indeed advantageous , to 
w r i t e the kerne l in Bl iss, but there were problems. The B l i s s -11 compi le r w a s 
d e v e l o p e d on ly sho r t l y be fo re the kernel was begun and was an independent r e s e a r c h 
p r o j e c t ( invest igat ing compi ler optimization techniques). There was some init ial f r i c t i on 
b e t w e e n the two groups , but both appear to have benef i ted in the long run . 

The B l i s s -11 compi ler was designed to compile a s l ight ly modi f ied 
v e r s i on of the B l i s s -10 language into v e r y compact PDP -11 code . 
This it does. 

The implementors of the Hydra kernel were , and cont inue to be , a 
major inf luence on the addition of new features to B l i s s - 11 . 

The fac i l i t ies of the Bl iss-11 language and compi ler had a 
s igni f icant in f luence on the coding of Hydra. 

Some of us be l i eve that Hydra could not have been wr i t t en in th is 
env i ronment wi thout a language of BLISS's ca l iber . 

B l i s s -11 p r e ceded Hydra by too short a time. The unre l iab i l i ty of 
the compi ler dur ing its first year of use h indered ke rne l 
deve lopment . 
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Compat ib i l i t y be tween B l i ss-11 and Hydra was a p rob lem. 
Changes in B l i s s -11 sometimes had unfortunate consequences on 
Hyd ra code. 

W e th ink these comments ref lect the close in terdependence be tween a l a rge 
p r og r amm ing p ro jec t (Hydra) and the software eng ineer ing tools it uses (B l i s s -11) . 
B l i s s w a s in a rea l sense cr i t ical to Hydra's development. The need to debug bo th 
B l i s s and Hyd ra s imul taneous ly was a necessary burden. 

A common measure , albeit a crude one, of a methodology is the p roduc t i v i t y of the 
p r o g r a m m e r s wh i ch used the methodology. By that measure our deve lopment s t r a t egy 
w o r k e d v e r y we l l ; the average product iv i ty has been about 20 inst ruct ions pe r m a n -
d a y f o r ke rne l code (the typ ica l industr ial average for similar code is 5 - 7 ins t ruc t ions 
p e r man-day . ) 

4. The Failures 

4.1 Hardware Rel iabi l i ty 

H a r d w a r e (un)re l iab i l i ty was our largest day - to -day d isappointment at the t ime the 
e v a l u a t i o n meet ing took place. The aggregate mean- t ime-be tween- fa i l u re (MTBF) of 
C .mmp/Hyd r a f luc tuated be tween two to six hours, where a fa i lure is de f ined to be any 
s i t u a t i o n wh i c h t r i gge r s the r e cove ry actions descr ibed in sec t ion 3.4. Abou t t w o -
t h i r d s of the fa i lu res we r e d i rec t ly attr ibutable to hardware prob lems. 

The r e is insuff ic ient fault detect ion built into the ha rdware . 

We found the PDP-11 UNIBUS to be espec ia l ly no isy and e r r o r -
p r one . 

Our pag ing drums we re chosen for their p red i c ted per fo rmance , 
but the i r re l iab i l i ty was so poor that per formance was o f ten a 
moot point . 

The c rosspo in t sw i t ch des ign is too trust ing of o ther components; 
it can be hung by malfunctioning memories or p rocesso r s . [This 
almost never happens^ but when it does automatic recovery is 
impossible.'] 

We made a ser ious e r ro r in not wr i t ing good d iagnost ics for the 
ha rdwa re . The so f tware deve lopers should have w r i t t en 

. d i a g n o s t i c programs for the hardware. 

In ou r exper i ence , d iagnost ics wr i t ten by the ha rdware g roup 
o f t en d id not test components under the t ype of load gene ra ted 
b y Hydra , resu l t ing in much f inger-po int ing be tween g roups . 
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Fau l t y ha rdwa re is of ten kept in the user sys tem because on ly 
Hyd ra can p rovoke and pinpoint er rors . 

S e v e r a l components of the system have gone through severa l deve lopment cyc l e s , 
mos t l y to imp rove the handl ing of exceptional condit ions, but we are bas ica l l y l imited 
b y the capab i l i t i e s of the PDP-11 and its UNIBUS. There appear to be two f l aws in 
many of the o f f - t he - she l f components. One of these was mentioned dur ing the meet ing: 
the lack of mutual susp ic ion . There are a number of ways in wh ich the en t i r e s y s t em 
can be made to fai l if one inessential component does not opera te accord ing to 
spec i f i c a t i ons . The o the r f law was not mentioned: the fai lure to contain errors. Once 
an e r r o r has b een de tec ted the goal should be to make abso lute ly su re that the 
damage won ' t s p r ead . Many of the standard components, unfortunate ly , wi l l " comp le te " 
an o p e r a t i o n e v e n when an e r ro r is known to exist; in complet ing the ope ra t i on t h e y 
d e s t r o y data , thus making the e r ro r unrecoverable. 

T h e r e is some good news to report , however. Fol lowing the meet ing, i n c reased 
emphas i s wa s g i ven to hardware maintenance. As this paper is w r i t t en ( January , 
1978 ) ou r M T B F has inc reased to about ten hours and many of the ha rdwa re p rob l ems 
seem to be se t t l ing out. 

4.2 The Small Add res s Space Problem 

•The P D P - 1 1 is a 16-b i t minicomputer; of part icular interest is the fact that th is 
r e s t r i c t s all add res ses generated by a user program to be 16 bits long. These 16 b i t s 
can be u s ed to address no more than 64K bytes of memory. We re fe r to th is l imi tat ion 
as the "smal l address prob lem", or SAP. 

A l t h ough w e w e r e init ia l ly aware that the operat ing sys tem wou ld have to p r ov i de 
some so r t of fac i l i ty for al lowing a user to address more than this amount of memory , 
w e d id not app rec i a t e how rest r ic t ive the 16-bit l imitation wou ld be o r to what ex ten t 
c i r cumven t i ng it wou ld affect performance. Our initial impress ion was that the 16 -b i t 
l imi tat ion wou l d be of fset by the abi l i ty to create mult iprocess p rograms — that the 
t yp i ca l p r og r am organ i za t ion would be a larger number of p rocesses , each add ress ing 
a sma l le r amount of memory. That impression turned out to be fa lse, as is r e f l e c t ed in 
some of the comments made at the meeting: 

Our init ia l p red ic t ion that programs would be implemented as smal l 
s ub sy s t ems using less than 28K was wrong. 

Mu l t i p rocess algorithms do not a lways produce small p rograms. 
« 

Even though programmers are wr i t ing programs which execute on 
P D P - l T s , the i r tasks are CDC6600-s i ze . 

The r e is noth ing good to say about this prob lem other than that 
w e w e r e p r e t t y much forced into it. 

To c i r cumven t this prob lem, Hydra prov ides a faci l i ty, suppor ted by the ha rdwa re , to 
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d i v i d e the add re s s space into 8 pieces, each of wh ich is ca l led a "page". The use r is 
p e r m i t t e d to have an indef in i te ly large number of pages, but to address on ly 8 of them 
at any instant . Opera t ing sys tem facil it ies are prov ided to al low the user to dynamica l l y 
d e s i g n a t e wh i ch of his pages are to be addressable; he does this by assoc iat ing a page 
w i t h one of the 8 " re locat ion reg i s te rs" maintained by the hardware . Thus, excep t that 
t h e cos t of l oad ing is larger , the addressing scheme is v e r y similar to the use of "base 
r e g i s t e r s " o n 3 6 0 - 3 7 0 s ty le machines. We have found this fac i l i ty, however , to be l e s s 
t h a n i dea l . 

Page boundar ies are absolute, and the programmer must a lways be 
awa re of them. 

The p rob l em is in address ing data. There are easy so lut ions to 
add re s s i ng code segments. 

M o r e re locat ion reg is ters and a smaller page s i ze wou ld reduce 
but not el iminate the problem. 

We be l i eve the prob lem would exist even if making pages 
add re s sab l e requ i red no overhead. 

B e c a u s e of the per fo rmance penalt ies associated wi th managing the address space , 
t h e i n c onven i en ce cannot be hidden from the user through a h igh- leve l language: 

L*'s ab i l i t y to al low access to large amounts of memory has been 
h i nde r ed b y the short PDP-11 address. [ b£ is a list processing 
language used for the implementation of large systems.] 

It must be emphas i zed that not all programs are af fected by the small add res s 
s p a c e p r o b l e m : 

In p rac t i ce , most subsys tems have no prob lem f i t t ing into 28K. 

Our fa i l u re on the small address problem was rea l ly one of misapprec iat ing the w a y 
in w h i c h the machine wou ld actual ly be used. The remark above to the e f fec t that 
many t a sk s a re 6 6 0 0 - s i z e is a tel l ing one. The machine is comparab le in s i ze to a 6 6 0 0 
a n d p e o p l e want to use it that way . Big problems of ten imply b ig data, and we fa i l ed to 
a p p r e c i a t e that du r i ng the init ial des ign. 

4 .3 The Part i t ionable System 

W h e n w e f i r s t began to cons ider the poss ib i l i ty of bui ld ing a mul t ip rocessor in 1 9 7 1 , 
t h e ab i l i t y to pa r t i t i on it into severa l disjoint subsys tems was on our list of advan tages 

f- .^,- T : , ... i o r s u c h a n d memory , w e a r e 
not ab le to r un Hyd ra in more than one part i t ion. 

C.mmp can be par t i t ioned in such a way that some p rocesso r s and 
memor ies can undergo maintenance and run s tand-a lone 
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d iagnost ics wi thout inter fer ing with the larger part i t ion runn ing 
the ope ra t i ng sys tem. 

« The p r imary obstac le to running the operat ing sys tem in two 
par t i t ions is the money requ i red to provide each part i t ion w i th an 
adequate complement of I/O devices and memory. 

We do not know how to prov ide meaningful communicat ion 
b e tween the capabi l i ty s t ructures of the two operat ing sys tems. 

The pr inc ipa l ef fect of the fai lure to meet this goal has been that we must a l locate 
d i s jo in t t ime fo r users , hardware maintenance, and operat ing s y s t em tes t i ng . A t 
p r e s e n t 2 8 hours each week are r e se rved for maintenance. This par t i t ion ing has b e e n 
v e r y inconven ien t for all concerned, and it has certainly impeded p r og r e s s on s e v e r a l 
o c ca s i on s . Yet it seems c lear that we have been unwil l ing to spend the money 
n e c e s s a r y to so lve the prob lem — thus it seems safe to conc lude that the 
i n conven i ence has not been debi l i tat ing. 

4.4 (The Lack of) Human Engineer ing 

A s w e have ment ioned in severa l contexts prev ious ly, the human in te r face to the 
C .mmp/Hyd ra s y s t em is not wel l des igned. To some extent this r e su l t ed f r om the 
n o v e l t y of the under l y ing sys tem structure (we couldn't anticipate some of the k inds of 
fac i l i t i e s that wou ld be needed by users of either a capab i l i t y -based o r a 
mu l t i p r o ce s so r system). To a large extent, however, the fai lure seems to have b e e n 
one of hav ing concen t ra ted on the new, innovat ive aspects of the s y s t em and i gno r i ng 
mo re mundane i ssues . 

The re is a lack of human engineer ing in the operat ing s y s t em 
so f twa re wh ich interacts d i rect ly with a user sitt ing at a termina l . 

It is d i f f icult to pick up the minimal knowledge needed to know 
how to do useful things at a terminal. 

New users tend to have bad f irst impressions of the system. 

We d id not rea l i ze how much work was requi red to make a smooth 
user in ter face and so did not al locate enough resources for it. 

We suspect the user environment would have rece ived more w o r k 
had the kerne l implementors had to use it dur ing their s o f twa re 
deve lopment . (Al l kerne l development and maintenance has b e en 
done on the PDP - 10 computer, which has the B l i ss-11 compi le r 
and a l inker for C.mmp.) 

One par t i cu la r aspect of the human interface is especia l ly i n te res t ing — the 
command language. It seems to be an almost universal phenomenon that peop l e don ' t 
l ike w h a t e v e r command language they have used in the past. We we r e no e x c ep t i o n . 
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Thus , r a the r than model ing our command language on any exist ing one, we chose to 
s t r i k e out in another d i rec t ion . In part icular, we chose to make the command language 
a (modest ) in te rac t i ve programming language ~ wi th declarat ions of va r i ab l e s , 
a s s ignments , condi t iona l and looping contro l constructs, macros, and so on . The p o w e r 
of th i s app roach seems unquest ionable, as is ref lected by the fo l lowing remarks . The 
r ema r k ab l e th ing (to the ed i to rs ) is the lack of negat ive remarks dur ing the meet ing; 
t h e command language usua l ly comes under heavy attack on other occas ions. 

The Command Language is much more f lexible and power fu l than 
the command scanners found on most systems. 

The concept of the Command Language as a programming language 
was good. 

The Command Language user on C.mmp is unique in hav ing 
comple te access to the Hydra environment. Subsystems can almost 
be implemented d i rec t l y in the Command Language. 

E r r o r r epo r t i ng by the Command Language is poor. 

A n o t h e r aspect of the human interface is the (lack of) a spect rum of p rog ramming 
l anguages : 

C.mmp lacks the w ide range of languages avai lable on convent iona l 
s y s t ems . 

The L* s y s t em prov ides its users with a complete env i ronment 
compat ib le w i t h that p rov ided on the PDP-10 by its ve r s i on of L*. 

The L* env i ronment does not seem conducive to the cons t ruc t ion 
of subsys tems . 

The A lgo l 6 8 implementat ion on C.mmp gives users access to the 
mu l t ip rocess capab i l i t ies of C.mmp, but does not ye t p rov i de 
access to capab i l i t ies o r the Hydra protect ion environment. 

The fact that most subsys tem development takes place part ia l ly on 
C.mmp and par t ia l l y on the PDP-10 's (which have B l i s s - 11 
compi le rs ) is not a seve re hindrance now that smooth 
communicat ion fac i l i t ies exist be tween the machines. 

It is i n te res t i ng (to the ed i to rs ) that the word "baroque" was not used du r i ng the 
mee t i ng ; in o the r contex ts it o f t en is. Severa l features of Hydra and its s ub s y s t ems do 
e xh i b i t " second - sys tem- i t i s " . The re are things which are more genera l , and more 

^comp l i ca ted , than neces sa r y . 
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4.5 P ro j e c t Management 

T h e C .mmp/Hydra project was not a large project by most s tandards; the re w e r e 
n e v e r more than about 15 peop le , most ly students, work ing on the pro jec t at any one 
t ime. Neve r t he l e s s we made a number of e r ro r s which can on ly be c lass i f i ed as 
f a i l u r e s in the management of the project; taken together, these e r r o r s const i tu te one 
of o u r l a rges t fa i lures . 

A m o n g our e r r o r s is a c lass ic! Because the hardware and Hydra s t ruc tu res w e r e 
n e w and exc i t i ng , we tended to focus on them to the exc lus ion of the more mundane 
t h i ng s wh i c h also determine the ultimate uti l i ty of any sys tem. This point r e c u r r ed in 
many of the po in ts ra ised at the meet ing: 

The manpower al located to the Pol icy Module was inadequate. In 
fact this was t rue of all so f tware outs ide the kerne l . 

The fa i lure to s t ress re l iab i l i ty and performance in the f i r s t P M 
was a mistake. 

The user env i ronment was ignored at f irst because of our natura l 
p reoccupa t i on wi th the Hydra kerne l and the research p rob lems it 
embodied. 

We underest imated how much work would be invo l ved in 
cons t ruc t ing the user environment. 

We have a much bet ter idea now about the proper s t ruc tu re (or at least an 
adequa t e one) of the user env i ronment than we did when we began bui ld ing the f i r s t 
s u b s y s t e m s . Implementing basic concepts such as " jobs" and "terminals ' ' in n o n -
p r i v i l e d g e d so f twa re has subt le des ign and rel iabi l i ty impl icat ions wh i ch we are just 
n o w app rec i a t i ng . 

The management s ty le used throughout the project was informal . The re w e r e v e r y 
f e w memos, formal des ign rev iews , or the other mechanisms of t ight management 
c on t r o l . In most way s this felt appropr ia te to the academic env i ronment and the h igh 
c a l i b e r of the indiv iduals invo lved. It lead to a number of prob lems, howeve r , and the 
c o n s e n s u s of the meeting was that the management had been too loose. Th is Is 
e s p e c i a l l y ev ident in the comments re lat ing to a lack of formal spec i f i ca t ions and the 
lack of un i fo rm documentat ion and coding standards. 

The fact that the Hydra implementdrs did not have to use C.mmp 
fo r so f tware development contr ibuted to the neglect of the use r 
env i ronment . 

The lack of deta i led hardware speci f icat ions h indered the para l le l 
deve lopment of hardware and sof tware but not the end resu l t . 



So f twa re was occas iona l ly deve loped which took advantage of 
unspec i f i ed " f ea tu res " of the hardware, making them dif f icult to 
change. 

Loose management coup led wi th the modularizat ion techn ique 
w o r k e d we l l excep t in forc ing standardizat ion of coding s ty les . 

We shou ld not have depended on graduate students for comple te 
s o f twa re deve lopment for so long. Graduate students cannot k eep 
dead l ines as re l i ab ly and are not t ied to the project. Furthermore, 
we feel that Ph.D. students should not spend an inordinate amount 
of time doing the standard programming chores which characterize 
any attempt to bring up a complete operating system. 

A n o t h e r c lass of management e r r o r s relates to what might be t e rmed "pub l i c 
r e l a t i on s " . Be ing academics we inst inct ive ly react somewhat negat i ve ly to the 
" a t t en t i o n - ge t t i n g " aspect of PR, forget t ing that its " in format ion-prov id ing" func t ion is 
a b s o l u t e l y necessa ry . In a number of way s we fa i led to make in format ion ava i l ab le 
p ub l i c l y . 

Our p rob lem is bas ica l ly publ ic re lat ions — per fo rmance 
measurements indicate we have a winner on our hands. 

The lack of a smooth user environment was a deterent to new 
use r s wh i ch cou ld fo rm the foundat ion of a happy and voca l use r 
community. 

S ince Hydra was not eas i ly accessible to people outs ide the 
depar tment , we cou ld not adopt a "try it and see " att i tude. 

[Documentation is needed to encourage use internal ly and genera te 
c red ib i l i t y ex te rna l l y . 

5. A Data Sampler 

T h e p r ev i ou s sec t ion conc ludes our repor t of the meeting. Since the body of the 
r e p o r t conta ins many sub jec t i ve and unsubstant iated comments, we dec ided to inc lude 
a f e w examp les of the k inds of data on which these comments are based . We have 
c h o s e n two examples: (1) a s tudy of the effect of the small address p rob l em o n a 
s p e c i f i c u se r program, and (2) a s tudy of the content ion for locks in the Hyd ra k e r ne l . 

5.1 A Study of the Small Add ress Problem 

T h e p rog ram used in th is s tudy of the SAP is HARPY. HARPY is a s p e e c h -
unde r s t a nd i ng sy s tem wh i ch has been implemented on all of the depar tment ' s major 
c o m p u t e r s : C.mmp, a s tand-a lone PDP-11 running under UNIX, and the P D P - 1 0 (bo th 
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K A 1 0 , c i r c a 1967 , and KLIO, c i rca 1976, processors are avai lable in the depar tment ) . 
S i n ce HARPY ex i s t s on all these machines, it makes a conven ient benchmark . (We 
s hou l d po in t out that HARPY is not necessar i ly the best appl icat ion for C.mmp, nor a re 
t he H A R P Y implementat ions on C.mmp known to be optimal.) 

F i gu r e 1 summar i zes the data obta ined from a ser ies of exper iments w i t h HARPY 
w o r k i n g on a r a the r small task, namely a voice- input desk ca lcu lator that has a 3 7 
w o r d v o c abu l a r y . 

The ho r i z on ta l dashed l ines represent the per formance of s i ng l e - p r o ce s s 
imp lementa t i ons of HARPY on the department's un iprocessors . The so l id c u r v e s 
r e p r e s e n t the pe r fo rmance of two implementations on Cmmp, bo th of wh i ch can ut i l i ze 
any numbe r of p roces ses . 

T he t w o HARPY vers ions on C.mmp differ in their assumpt ions about the 
add r e s s ab i l i t y of data. The "static mapping" vers ion knows that all of i ts data is 
a lwa y s add re s sab l e , whi le the "dynamic mapping" vers ion expec ts to have to do some 
mapp i ng of re loca t i on reg i s te rs in order to address the data. In this s e cond ve r s i on , it 
must be r e a l i z ed that, in fact, all the data is addressable, and thus no ope ra t i ng s y s t em 
o v e r h e a d is i nvo l ved . (The overhead is HARPY checking to see if r e loca t i on is 
n e c e s s a r y — it n e ve r is.) 

Th i s t y p e of data dramat ica l ly i l lustrates the effect of the S A P on pe r f o rmance — it 
c o s t s nea r l y a fac to r of th ree in this example. The effect on programming d i f f i cu l ty is 
at leas t as g rea t , but is not so easy to i l lustrate. 

No te that the one -p ro ce s s , stat ic mapping vers ion of HARPY runs v e r y nea r l y as fast 
as the v e r s i o n runn ing under UNIX, even though the C.mmp ve r s i o n has all the 
n e c e s s a r y mechanisms for mult iprocess ing. We think this ind icates that the 
s y n c h r o n i z a t i o n pr imi t ives (spinlocks in shared memory) do not con t r i bu te much 
o v e r h e a d in th is app l icat ion. 

A l s o note that l i tt le improvement in performance is seen beyond t h r ee o r f ou r 
p r o c e s s e s . Th is is s imply due to a lack of work to do — the small v o cabu l a r y s imp ly 
i sn ' t comp l i ca ted enough to keep the processors busy. On la rger vocabu l a r i e s w e 
t y p i c a l l y s e e not i ceab le improvement out to eight processes. The up tu rn in the c u r v e s 
t o w a r d s the end is due to the fact that all the faster PDP -11 /40 p r o ce s so r s a re in use . 
A s s oon as one P D P - 1 1 / 2 0 is used, the whole assemblage of p r o ce s se s s l ows down . 
Th i s is because the part icu lar decomposi t ion of the algorithm limits the s p e e d to that 
of the s l owes t p r o ce s s . 
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5.2 A Study of Kerne l Lock Contention 

One of the largest potent ia l bott lenecks in a d istr ibuted opera t ing s y s t em is 
c on t en t i o n fo r locks on sha red data s t ructures . The hardware monitor has been used to 
s t u d y th is; the t y pe s of resu l ts obta ined are shown in Figure 2. 

Stat is t ic 
1 

Program 

2 3 

Total t ime of 
measurement (millis) 17393 3 2 9 2 4 2 0 2 5 5 

Nuber of d i f ferent 
locks de tec ted 53 79 181 

Ave r age time inside 
a cr i t ica l sec t ion (micros) 279 3 7 8 279 

Total number of 
lock opera t ions 

2955 5 04 * 4 3 6 0 

Percent of locks 
wh i ch b locked 

5.5 11.7 6.1 

Percent of time spent 
in ke rne l code 61.8 16.9 37.7 

Percent of time spent 
in b locked state .29 .83 .74 

F igure 2 - A Study of Kernel Lock Content ion 

In th i s s tudy , t h ree programs w i th seemingly different demands on the s y s t em w e r e 
r u n wh i l e the ha rdware monitor measured the activity on one p rocessor . The data is 
i l l u s t r a t i v e on ly , s ince no claim is made that the programs in any w a y r e p r e s e n t e d a 
" t y p i c a l " s y s t em load. 

The p r inc ip l e resu l t is that it seems we spend consistent ly less than 12 of the t ime 
b l o c k e d on lo£ks. We do not ye t have any measurement of the t ime lost due to 
b l o c k i ng on semaphores . 

6. Conclusions 

The C .mmp/Hydra pro jec t has reached the point at which many of its most 
i n t e r e s t i n g and important resu l t s wi l l emerge. With a growing user communi ty , 
i n c r ea s i ng re l iab i l i t y and a smoother user interface, we are in a pos i t ion to ga ther da ta 
o n v a r i o u s aspects of s y s t em per formance under real loads. This data wi l l augment 
that a l r e ady co l lec ted on iso lated algorithms to provide a comprehens ive p i c tu re of 
C m m p / H y d r a per fo rmance . A l ong the way to construct ing the cu r ren t s y s t em w e 
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managed , in our op in ion, to do some things wel l and some things not so we l l . Th i s 
p a p e r has b een our attempt to repor t those opinions in the hope that o the r s may 
bene f i t f r om our exper iences . 
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